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(A)Risd (B) w2l
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(C) Raxd 61 »iis S (D) Guisa WA 215 ur =l
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UAS S8,

(A) 1 2 2 (B) "= 1

(C) WA 2 (D) cinid] 2i5u <)

cuRdrl Al il sur i RuAdAR SIRIBULL dadl 21400 sa0 AU YAl MR8 ddl
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(A) e 28512 (B) 2uyw

(€) Resu-Alla-n wigels Rusidl (D) Al 2144

DAl 54 A Qe 2uymdl ueld Gl »ud © ?

1. AR IR B3UHL 20 d.

2. 2UEAL 3 % Wik 53 ASIU 69,

3. uzsi-l ugld

4. ¥l WAL
(A) 1,2 ¢ 4 (B) 1 »A 4
(C)1,2xn43 (D) 1, 3 ¥ 4

dlaals izl g aosu-llda- Heleels Ruigidiui a-umi g GHami 2uda e ?

1. stuel a5

2. Gelloli-u adlazHi stueiRi-l cuolleisl

3. ualarRLg Fdt dal YRR 24 ) uguallaidg 2a

4. Al ANRan uHAA 53 Al AASIRL %Al

(A) 2 211 3 (B) 1 v 3

(C)1,2xn43 (D) 2, 3 ¥ 4

GIRdAL Hra yld sidue aHd Sl yd AnlA A GRAAM UL 24l $3E RUALEARL
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AWU - GS - MASTER] 6 [Contd.


CNF
Highlight

CNF
Highlight

CNF
Highlight

CNF
Highlight

CNF
Highlight

CNF
Highlight

CNF
Highlight


053.

054.

055.

056.

057.

058.

059.

060.

061.

062.

Dauuisdl su yoepd A0B5R2 cudla waRs w2 Guasy 9, uid (gl w2 dl ?
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2. Afl 21 vMealsasdl @daa

3. agilaziia dH-l G 2 As1R qR1adAL AR

4. 2a, v AR AU 8

(A) 1,2 21 3 (B) 2 ¢ 3

(C) 2 x4 (D) 3 u 4

zula a3 wididl d Aa-umiddl 56 s2isd-l Geainen 53 a3 ¢ ?

(A) UL 2UsHELA 51281 52152 (B) GIRclrL ASAAAHL 518 UM $2158)
(C) A=A 6i3A 5128 52158 (D) GuRisd UA 15 vt ]

RuRdrL At 11 Aadl si1eu) Al St 2uuumi 20da €9 ?

(A) a3msA (B) (G2

(C) r2ula (D) disu™ML

€35 G ALY NS HoU Y[ HA ..., o etndl.

(A) 29I A9 AL 612 a3l

(B) vitnReHi A58l sul yosvi-u ollon ~uaydi

(C) UUE G121 155 a1 Hyor- ollon ~uas(di

(D) 20zuld cvidicvid o33 28l Han ollog ~uzyldi

syl =L ARRAUA vl S[Fa aseid 2uaioA siueidla %4 (statutory status) HOLA €9 ?

(A) 2003 (B) 2004

(C) 2000 (D) 2002

A% Us[RAS 37 A s gL Y ?

(A) 22uld (B) yvuH-ll

(&) R (D) Ay HAlkisa

MRAHL dlswarll 3Ruld 200 NA-unidfl slal Henn 530 ¢dl ?

(A) udq adladl yaueu sMa-, 1966 (B) ds2 Adu s¥'laq, 2002
(C) o1 adladl yureu sfaq, 2007 (D) GuRisd dxn

QURAr Al HELEd HIRdr A[QHmi Al saumi 2udd su1 YN ssiul W& dl-u 2851
el 2udl edl ?

(A) sl 2, A[EealEan @nd-url 85 (B) @4 @adi-il 85

(€) (A) da (B) vid (D) BuRisd WA 215 ur =l
21[FHY A AR ol Geurt 2 €9 —

(A) 20 (B) 1531 ues153

(C) -usdai- (D) BuRisd dum

aHd Wirel 25 6918 § B Y wrRmi uguel [Rse ugla el sidl, uiesiu o edlfla
ad A5 8. 2 HvAA .......... L [Qzsedl-u s1201 611 9.
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s GuasHi [Agya G-l A g 9 ?

(A) auis1Sa (B) A= sl

(C) sl (D) g 29, [Ris2:
[SAI AU WA 8 —

(A) SAs2i-AHi arRl (B) s1S gl qaRl
(C©)Saszi-uui waisi (D) es-lZul

Y, (MACH) iR+l Guaiol si-ll ala-u Ageiqi an 9 ?

(NECEEDIE (B) A%

(C) aswal (D) [

ol Ul dtumt a8 € UR -l Awél deua...

(Ayal ¢, (B) a8 €.

(GEPIENEREE (D) uaH a8 & 2 sl 82 ¢,
R A a0l il wellyi uak wu 8 iR DA-unidl g umad Q8 € ?
(A) Al (B) dZaiciens

(€)»uadq (D) st

$1228315 a3 suLugie-l Guaia s3l asu e ?

(A) -uS 2 vsS 3 (B) iR+

(C) slaun (D) 5164 1AL S

Ay UENRL YA515 NANHI 5L G121 MSR sUHL 2ud €9 ?

(A) ualazw & [@eul (B) -0[a 2uuia

(C) uulaRl Hnax (D) (s ugmat [Ri=e 6ils
DA 53 ara A3UL2AS A 49l ?

(A) yRlRan (B) Nsi-lun

(C) wiRun (D) Adun

alunid) sul 0 g A ?

A)s1SalRu (B) Rulldla

(C) & A2 (D) uilaui

[Bror-6{01 (ALl A yudl s18l 2ul sdl ?

(A) U2 Bl 6l (B) 25+ S151o»

(€) i3l soma (D) BuURisd UA 15 vt ]
25 31l d2uet [3Hd 20% [32516+2 2uucn 3[R 320 9, dl d-l el [BHa sedl eal ?
(A) 380 3[R (B) 460 3
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076.

077.

078.

079.

080.

081.

082.

-\

R L R G R E L e B R | L SR IR | DR TR R ECTE 1|
(3ua g 29l ?

12+11+21-7X9=..7.

(A) 136 (B) 130

(€) 126 (D) 168

s si-21523 s 514 40 [Ranui y3 s asu [Auila 8. ddl 30 HgRiA 511 U AvAL, B2l

. 1 . b by e (g . . by A
10 [Bauui — s14y3 s34 ol 8 A L. 2uefl oudl 8¢ s11 [Aaidld AHUH YT s HR S2a vyl

4
Al a9l ?
(A) 25 (B) 30
(C) 20 (D) 40

25, 512 1l 265+l 33Ul JRITR AsH 3 1 8 1 12 8. 1R s A Budl WA B x4 12 seusui
960 [Baialer »id2 y3 53 8. di 25 i 2611l Y sd A2 B3y sl A ?

(A) 75 (3.0l /5c18 (B) 60 [3.30l./5cu8
(C) 56 [3.4l. /518 (D) BuRisd WA 15 vt ]

25 aolvisui g& 80 [dendlail €9, d UWEL 1596 915921 8. e35 91521l HS-u-l 51 3(MuL 300 & 244 €35
t9LsRA-l Wl 81 e91s12L 51 ol 4596 arR €. 2uell 9153024 i 91524 HollA HS-u- sa S2en
3w 5l 29 ?

(A) 33480 3 (B) 33180 3
(C) 32745 3 (D) 29580 3
viel oouui $¢ AUl Biast ?

125, 171, 263, ........ , 585

(A) 474 (B) 355

(C) 539 (D) 401

QA ghucuni vudl gouni g vuasl ?
shg, rif, gje, pkd, .......

(A) onc (B) omc

(C) olc (D) olb

Aa+b=8 a-b=48ludl, 2(a2+ b2 s2a 4 ?

(A) 80 (B) 40

(C) 60 (D) 20

6] AuAAAL ARUTIR 3 1 4 € i YFeAH AR AHAUA 5 6 dl AYAH AR Aaud g 249 ?
(A) 12 (B) 60

(C) 15 (D) 20

AR EL YEL UL SURAU UL 2U[Z 5 Aid 2 Ar5H €2 18 As3, 36 As~3 A 72 As~3 Ul ey ©9,
d 614l 215 118 11:56:00 $AL5 GleAILl, dl Uesl 2is A8 s A1 sieeudl ?

(A) 11:58:00 s&13 (B) 11:57:24 513
(C) 11:57:12 scus (D) 11:58:12 &3
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083.

084.

085.

086.

087.

088.

089.

090.

091.

092.

2 1
=l 32¢ —9?
c Al s2d) 251l 20 8

(A) 12.50% (B) 6.25%

(C) 2.5% (D) 8%

25z Asuifl s el cngt 12% it e dirt U edl. uin av ughl dadl $5d d anLuon w2
7200 3[0uL QoL 2uuAHl Sdl. d-it gL ee 3Rl diq dami >udl g ?

(A) 15000 3[a (B) 18000 3
(C) 16000 3 (D) 12000 3[a
20201 A2l A3HIAl i AHUAA SUH] 20da 9 ?

(A) aagHR [[ond (B) HISLEH cllSL
(C) [Aaeur ¢ [Rurg (D) ML. ARE YU
[Goru g2 218) 2020-21 i [Brcier 5181 da €9 ?

(A) A2 B) Yo

(C) sules (D) Gar uga
2021 S-YA1Ud AAdLS UL A%UA WA 8 ?

(A) A2 (B) M8

(C) G2 usa (D) Ut
Alaefl W2 su1 0 sl ALY ARAL RUAUHT 20a-R € ?
(A) CUAIRIR (B) Mgs

(C) 51y (D) sr1cusidl

A= (G- [Qauni al.

1. 5[ d=Nls2e dlorit — Aot [Pgin 2 A2l serd WEUS AU (SMAM) L 2320d HIRA AR IR
Ay 2014-15 wi saHi 2ud) edl.

2. 5[ o2 2021-22 i 1 Al i 3L 1050 52130 s11a8ll sAUHT 2044 €9,

(A) tiq [Qau-il vizi 69, (B) bini [t 2uai 6.

(C) [t 1y x4 2 wig 8. (D) [t 1wl »in 2 Y 8.
“2020 2\ [ s 4 aed™ Al [Breuor su1 a8 wAa € ?

(A) 8eieus (B) ulRa

(C) d3n (D) ail3ui

MR udq Yol 2idaAlu £ “AriRs1” 2[fnad su1 AuH Bgate- scUHi A4 S ?
(A) 28 U2 (B) »iil32u

(C) 54 (D) HSIR

SAHL UAH auid W2L-(Ral wRag weudl su ad™i a3 s 2uAue 8 ?
(A) yal (B) 2032uoue

(C) il (D) -ulas
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093.

094.

095.

096.

097.

098.

099.

100.

nAE AL Aedni NA-u [l Qi adq sy / sai [/l 00l 9 d-l [Aseu
uRle 53U

1. 0 AU MU U517 U2 HALAU G121 AN 2014-15 Hi A3 $UHL 20dd 6.
2. 2 AU B ML etroidud) HlER, SlaRg, torludie-l uieoll ada ¢,

(A) tiq [Qau-il vizi 69, (B) vini [t 2uai €.

(C) (At 1 vl 1A 2 012 €9, (D) (At 1 013 24 2 i €9,

2269 2 5i-{l5 220 (SIP) L AlAL AR SA S2¢L A0UAL AHA 204 6 ?

(A) 12 (B) 10

(C) 14 (D) 15

YR, MIRA W 5UL HALAY GIRL AL SAUHT 20dA 8 ?

(A) sld Huau (B) umuleys ~uu 21 nlEsRa [Qeua
(C) uue Hnax (D) Al HAEd

MR ARSI HSAL i oun [Asin Hanaudl ol Yoo doustiA .......... £9-l (Umbrela) al%-uil
viddld dlgai adllgd scumi 2uda 8.

(A) uin (B) AR

(C) & ©) 121

“HA5U” S1AsH viddld SRl Al 0w s2-0R gl uddl 2 sl ea 9 ?
(A) viidanel (B) Gcin

(C) a-u (D) wn

cuRd-dl uddl Sl daiuq 2 (s Dld su1 A0 611 A3 s 20da 6 ?

(A) sales (B) 34

(C) 28 ugal (D) delaeu

IR U512 1R A3 ] 2udd [Alre eyfd i 2inm Qv (Unique Land Parcel Identification
Number) dlog-l $2e 2isi-l & ?

(A) 10 (B) 16
(C) 12 D) 14
s udaa 2020-21 Yorer Sear avl ughl g s Ay vig YRid A viy 2y s ?
@A) 17 (B) 15
(C) 20 (D) 16
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101.  Suppose that the probability of event A is 0.2 and the probability of event B is 0.4. Also,
suppose that the two events are independent. Then P(A|B) is:

@o.2 (B) 0.5
(C) 0.08 (D) None of the above.

102. The measuring theorem which helps in determining proportion of observations for specific
interval of mean and standard deviation is classified as

(A) Pearson Theorem @) Chebyshev’s Theorem
(C) Sampling Theorem (D) Population Theorem

103. The order cost per order of an inventory is Rs. 400 with an annual carrying cost of Rs. 10
per unit. The Economic Order Quantity (EOQ) for an annual demand of 2000 units is

@400 (B) 440
(C) 480 (D) 500
104. A medical treatment has a success rate of .8. Two patients will be treated with this

treatment. Assuming the results are independent for the two patients, what is the
probability that neither one of them will be successfully cured?

(A) .5 (B) .36
©) .2 @ .04
105.  Which of the following is an example of time series problem?
1. Estimating number of hotel rooms booking in next 6 months.
2. Estimating the total sales in next 3 years of an insurance company.
3. Estimating the number of calls for the next one week.
(A) Only 3 (B) 1 and 2
(C)2and 3 @1,2and3
106. 'What does autocovariance measure?

(A) Linear dependence between multiple points on the different series observed at different
times

(B) Quadratic dependence between two points on the same series observed at different
times

(C) Linear dependence between two points on different series observed at same time
@) Linear dependence between two points on the same series observed at different times
107. In a city 60% read newspaper A, 40% read newspaper B and 30% read newspaper C, 20%
read A and B, 30% read A and C, 10% read B and C. Also 5% read paper A, B and C. The
percentage of people who do not read any of these newspapers is:
(A) 90% (B) 75%
@ 25% (D) 40%
108. If F(x, y) is a non-decreasing cumulative distribution of two-dimensional random variables
X and Y, then F(x, y) holds the relation:

@) K (-, y) = F(x, -0) =0, F(c0, 0)=1 (B) F(-c0, y) = F(x, -0) =1, F(c0, 0)=1
(C) F(-0, y) = F(x, -0) = F(0, 20) =0 (D) None of the above.
109. If tis a consistent estimator of © , then:
(A) tis also a consistent estimator of ©° @ ¢’ is also a consistent estimator of ©°
(C) t* is also a consistent estimator of © (D) None of the above
110. If Z1 and Z2 are 2 independent standard normal random variables, then the characteristic
function of (Z1+Z2) is:
(A) Exp(-t) (B) Exp(-2t)
(C) Exp(-t/2) @ None of the above
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111.

112.

113.

114.

115.

116.

117.

118.

119.

120.

If the loss function is quadratic, then:

(A) The risk of a scalar estimator is just its variance

(B) The risk of a scalar estimator is generally less than its variance

@ The risk of a vector estimator is the trace of its matrix mean squared error
(D) The risk of a vector estimator is just its matrix mean squared error

When we evaluate the Jacobian associated with a transformation from one probability
distribution to another:

@ We use the absolute value because a density function cannot take negative values

(B) We must be dealing with scalar random variables, not random vectors

(C) The intention is make sure that the support of the new random variable is the full real
line

(D) The intention is make sure that the support of the new random variable is the positive
half of the real line

To test the randomness of a sample, the appropriate test is

@ Run Test (B) Sign Test

(C) Median Test (D) None of these

Variance of x_ under random sampling, proportional allocation and optimum allocation

hold the correct inequality as:

(A) Vian(x, )SVprop(x  )SVopt(x ) @V an(x, )=Vprop(x, )ZVopt(x )

(O) Vian(x, )SVop(x 4 )SVprop(x ) (D) All the above

Suppose that Y follows a Binomial distribution with parameter 'p' equal to the probability

of a 'success', and 'n' repetitions. Then the MLE of the standard deviation of Y is:

(A) The square root of np(1-p)

@) The square root of y(n-y)/n, where y is the observed number of 'successes' in the sample

(C) The square root of n(y-n)/y, where y is the observed number of 'successes' in the sample

(D) The square root of ny, where y is the observed number of 'successes' in the sample

The connection between a sufficient statistic and an MLE is:

(A) A sufficient statistic is always an MLE

@) There is no connection in general

(C) All MLE's are linear combinations of sufficient statistics

(D) If an MLE is unique, then it must be a function of a sufficient statisti

The method of least squares finds the best fit line that the error between observed and
estimated points on the line are

(A) maximize @) minimize
(C) minimize or maximize (D) approaches to infinity

In-which of the methods the entire population is divided into a number of homogeneous
groups

(A) two stage sampling (B) cluster sampling

(C) simple random sampling @ stratified random sampling
Selection of a football team for FIFA World Cup is called as?

(A) Random sampling (B) Systematic Sampling

@) Purposive sampling (D) Cluster sampling

Linear and circular systematic sampling methods are equivalent if and only if:
(A) N is a whole number (B) n is a whole number
(C)N=n @) None of the above
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121. What can you say about the efficiency of the multistage sampling, compared to single stage

sampling?

(A) no efficient (B) more efficient

(C) equal efficient @ less efficient
122. The method of confounding is a device to reduce the size of

@ blocks (B) experiments

(C) treatments (D) replications

123.  For two variables X and Y the equations of the regression lines are 9y — x — 288 = 0 and x —
4y + 38 = 0. The correlation coefficient between X and Y is

(A) 1/36 (B) 3/2
O 1/9 @23
124.  Suppose that there are 500 Accounts in a population, a sample 50 of them gives a sample
total as 5000. What would be your estimate for the population total?
(A) 5,000 @ 50, 000
O 1, 00,000 D) 5, 00, 000
125. For Cauchy population
(A) The median is unbiased and not consistent estimator of the population mean
@) The sample median is an unbiased and consistent estimator of the population mean
(C) The sample mean is biased and consistent estimator of the population mean
(D) The sample mean is an unbiased and consistent estimator of the population mean

126. Error sum of square in randomized block design as compared to complete randomized
design using the same material is:

(A) More @) Less
(C) Equal (D) Not comparable
q

127.  While analysis the data of a K x K Latin square, the error degree of freedom in analysis of
variance is equal to:

@ (K-1)(K-2) (B) (K-2)(K-3)
(CO)K*4 (D) None of the above

128. If the interactions AB and AC are confounded with incomplete blocks in a 2" factorial
experiment, then automatically confounded effect is

(A) ABC (B) A
(9)e @AcC
129. In randomised block design, we always have;
(A) No. of blocks = No. of treatments (B) No. of blocks < No. of treatments
(C) No. of blocks > No. of treatments @) None of the above

130. In Balanced Incomplete Block Design (BIBD) every pair of treatment should occur A times
together in the design, thus constraint on BIBD sometimes requires very large number of
blocks or very large block size. To overcome this difficulty we consider

@) PBIBD. (B) BIBD.
(C) ANOVA. (D) ANOCOVA.

131.  If the value of a series at any time t is a function of its values at some previous time
intervals, such a time series known as:

@ Autoregressive series (B) Fourier Series
(C) Harmonic series (D) All the above
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132.  For an autoregressive process to be considered stationary
(A) The roots of the characteristic equation must all lie inside the unit circle
(B) The roots of the characteristic equation must all lie on the unit circle
@ The roots of the characteristic equation must all lie outside the unit circle
(D) The roots of the characteristic equation must all be less than one in absolute value

133.  Which one of the following statements is true concerning alternative forecast accuracy
measures?

(A) Mean squared error is usually highly correlated with trading rule profitability
(B) Mean absolute error provides a quadratic loss function

(C) Mean absolute percentage error is a useful measure for evaluating asset return
forecasts

@) Mean squared error penalises large forecast errors disproportionately more than small
forecast errors

134.  Wishart distribution is the multivariate generalization of
(A) t- distribution. (B) Binomial distribution.
@ Chi-square distribution. (D) Normal distribution.

135.  Flip a coin and then independently cast a die. What is the probability of observing heads on
the coin and a 2 or 3 on a die?

1/6 (B) 1/4
©)2/3 D) 173

136. Mean square error of estimator obtained by the method of minimum Chi-square is
(A) More than or equal to ML Estimators (B) More than ML Estimators

(C) Equal to ML Estimators @ Less than ML Estimator
137. For n >4 and n < 30, the t-distribution curve with regard topeakedness is
(A) Bimodal @) Leptokurtic
(C) Platykurtic (D) Mesokurtic
138.  To test a hypothesis involving proportions np and n(1- p) should
(A) be greater than 50 (B) let in the range of 0 to 1
@ be greater than 5 (D) be at least 30
139.  The pairwise contrasts among the three treatment is
(A) T, +T;-2T; @T1:-T,
(C) T +T,-2T3 (D) 2T+ T, -3T;
140. If p and o are the process mean and standard deviation, then the control limits p + ¢ are
known as
(A) modified control limits (B) unspecified control limits
(C) specified control limits @) natural control limits

141. The assumption that the variable of the residuals about the predicted dependent variable
scores should be the same for all predicted scores reflects which assumption?

(A) homogeneity (B) multicollinearity
@) homoscedasticity (D) singularity
142.  For Binomial distribution n = 10 and p = 0.6, E(X?) is
(A) 10 (B) 28
(©) 36 @384

143. The two independent random variables X and Y have variances 0.2 and 0.5 respectively.
Let Z=5X-2Y. The variance of Z is?

A3 (B) 4
©)5 @7
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144. Random samples of size 36 are taken from an infinite population whose mean is 80 and
standard deviation is 18. The mean and standard error of the sampling distribution of
sample means are, respectively:

(A) 80 and 18 (B) 80 and 2
@380 and 3 (D) 36 and 2

145. What is the mean time to failure if time to failure of a gadget follows Weibull distribution
with scale = 1000 hours and shape = 0.5?

(A) 2500 hours (B) 1500 hours
(C) 3000 hours @ 2000 hours
146. 'What does the graph of ‘bathtub curve’ represent?
(A) Failure rate v/s Mean @) Failure rate v/s Time
(C) Failure rate v/s Distance (D) Failure rate v/s Velocity

147. If T, is the most efficient estimators with variance V; and T; is another estimator with
variance V; then the efficiency of T is given by

(A) Vi-V, B) V-V,
(C)Vi/V, @V:/V

148. In 256 sets of twelve tosses of a fair coin, in how many cases may one except eight heads and
four tails?

(A) 20 (B) 22
(©) 27 @31
149.  An estimator is said to be sufficient for a parameter, if
@it contains all the information in the sample regarding the parameters
(B) the variance of the estimator is less
(C) the mathematical expectation of the estimator is equal to the parameter
(D) it contains parameters
150.  The family of parametric distributions, for which the mean and variance does not exist.
(A) Polya’s distribution @) Cauchy distribution
(C) Negative Binomial distribution (D) Normal distribution
151.  Logistic regression is used when you want to:
@ Predict a dichotomous variable from continuous or dichotomous variables.
(B) Predict a continuous variable from dichotomous variables.
(C) Predict any categorical variable from several other categorical variables.
(D) Predict a continuous variable from dichotomous or continuous variables.
152. What assumption does ANCOVA have that ANOVA does not?
(A) Homogeneity of variance (B) Homoscedasticity
(C) Homogeneity of sample size @) Homogeneity of regression slopes
153.  The odds ratio is:
(A) The ratio of the probability of an event not happening to the probability of the event
happening.
(B) The probability of an event occurring.
(C) The ratio of the odds after a unit change in the predictor to the original odds.

@ The ratio of the probability of an event happening to the probability of the event not
happening.

AWR -MASTER ] 16 [ Contd.


CNF
Highlight

CNF
Highlight

CNF
Highlight

CNF
Highlight

CNF
Highlight

CNF
Highlight

CNF
Highlight

CNF
Highlight

CNF
Highlight

CNF
Highlight


154. R-charts are preferable over o-charts because:
(A) R and S.D. fluctuate together in case of small samples
(B) R is easily calculable
(C) R-charts are economical
@ All the above

155. The lowest A.S.N. curve of a sampling plan as compared to any other sampling plan under
similar conditions is considered:

@) Better (B) Inferior
(C) Useless (D) None of the above

156. When the lot contains all defectives, the OC function for p=1 is:
(A) L(p)=0 @L(p)-1
(C) L(p)=w (D) None of the above

157.  Which of the following are affected by including a covariate in an analysis of variance?
(A) The error mean square (B) The between-subjects mean square
(C) The F-ratio @ All of these.

158.  Which one of these statements is not a Gauss-Markov assumption?
(A) That the error term has a conditional mean of zero
@ Absence of influential observations.
(C) That the error term has constant variance
(D) That the errors are uncorrelated

159. If EOQ is calculated, but an order is then placed which is smaller than this, will the
variable cost:

(A) Increase @) Decrease
(C) Either increase or decrease (D) No change
160.  Which of the following statements about MANOVA is correct?

(A) MANOVA is appropriate for data that have one or more dependent variables and more
than two independent variables.

@) MANOVA is appropriate for data with two or more dependent variables and one or
more independent variables.

(C) MANOVA is appropriate for data with two or more dependent variables and only one
independent variable.

(D) MANOVA is appropriate for data with only one dependent variable and more than
three independent variables.

161. In a two tailed test when a Null Hypothesis is rejected for a True Alternative Hypothesis

then it has

(A) Type 1 error (B) Type 2 error

@ No error (D) Many errors
162. What is the area under a conditional Cumulative density function?

(A0 (B) Infinity

@1 D)3

163. A jar contains ‘y’ blue colored balls and ‘x’ red colored balls. Two balls are pulled from the
jar without replacing. What is the probability that the first ball is blue and second one is

red?
(A) (xy=y)/( X’+y*+2xy—(x+y)) @ xy/(x*+y*+2xy—(x-+y))
(C) (Y- X*+y*+2xy—(x+y)) (D) (xy—y)/( X’+y*+2xy—(x—y))

AWR -MASTER ] 17 [ Contd.


CNF
Highlight

CNF
Highlight

CNF
Highlight

CNF
Highlight

CNF
Highlight

CNF
Highlight

CNF
Highlight

CNF
Highlight

CNF
Highlight

CNF
Highlight


164. At a certain university, 4% of men are over 6 feet tall and 1% of women are over 6 feet tall.
The total student population is divided in the ratio 3:2 in favour of women. If a student is
selected at random from among all those over six feet tall, what is the probability that the
student is a woman?

(A)25 (B) 35
@311 D) 1100

165. A population has 10 items and a sample has been selected from it containing 5 items. Find
the finite population correction factor.

(A) (5/8)"* (B) (5/1)"?
@ (5/9)"” (D) (5/6)"
166. Which of the following statistical tests allows causal inferences to be made?
(A) Analysis of variance
(B) Regression
@ None of these, it’s the design of the research that determines whether causal inferences
can be made.
(D) t-test
167. What is b0 in regression analysis?
@) The value of the outcome when all of the predictors are 0.
(B) The relationship between a predictor and the outcome variable.
(C) The value of the predictor variable when the outcome is zero.
(D) The gradient of the regression line.
168.  Which of the following statements is TRUE concerning the standard regression model?
@y has a probability distribution
(B) x has a probability distribution
(C) The disturbance term is assumed to be correlated with x
(D) For an adequate model, the residual (u-hat) will be zero for all sample data points
169. The power of MANOVA to detect an effect depends on:

@ A combination of the correlation between dependent variables and the effect size to be
detected.

(B) A combination of the correlation between independent variables and the effect size to be
detected.

(C) A combination of the correlation between independent and dependent variables.
(D) None of these

170. A researcher was interested in stress levels of lecturers during lectures. She took the same
group of 8 lecturers and measured their anxiety (out of 15) during a normal lecture and

again in a lecture in which she had paid students to be disruptive and misbehave. The data
were not normally distributed. Which test should she use to compare her experimental

conditions?
(A) Paired samples t-test (B) Mann—Whitney test
(C) Wilcoxon rank-sum test @ Vilcoxon signed-rank test

171.  Assuming the assumptions of parametric tests are met, non-parametric tests, compared to
their parametric counterparts:

@D Are all of these.

(B) Are more conservative.

(C) Are less likely to accept the alternative hypothesis.
(D) Have less statistical power.
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172.  Which of the following assumptions are required to show the consistency, unbiasedness and
efficiency of the OLS estimator?

i) Em)=0
ii) Var(u)=o*
iii) Cov(us, urj)) =0V j
iv) u,~N(0, ¢?)
(A) (ii) and (iv) only (B) (i) and (iii) only
@ (i), (ii), and (iii) only D) (i), (ii), (iii), and (iv)
173.  Including relevant lagged values of the dependent variable on the right-hand side of a
regression equation could lead to which one of the following?

@ Biased but consistent coefficient estimates
(B) Biased and inconsistent coefficient estimates
(C) Unbiased but inconsistent coefficient estimates
(D) Unbiased and consistent but inefficient coefficient estimates.
174.  Near multicollinearity occurs when
(A) Two or more explanatory variables are perfectly correlated with one another
(B) The explanatory variables are highly correlated with the error term
(C) The explanatory variables are highly correlated with the dependent variable
@ Two or more explanatory variables are highly correlated with one another
175. A leptokurtic distribution is one which

(A) Has fatter tails and a smaller mean than a normal distribution with the same mean and
variance

@) Has fatter tails and is more peaked at the mean than a normal distribution with the
same mean and variance

(C) Has thinner tails and is more peaked at the mean than a normal distribution with the
same mean and variance

(D) Has thinner tails than a normal distribution and is skewed.

176.  Which one of the following would be a plausible response to a finding of residual non-
normality?

(A) Use a logarithmic functional form instead of a linear one
(B) Add lags of the variables on the right-hand side of the regression model
(C) Estimate the model in first differenced form
@) Remove any large outliers from the data.
177. If E(x) =2 and E(z) =4, then E(z — x) =?

@2 B) 6
((&X1) (D) Insufficient data
178.  The sign test assumes that the
(A) Samples are independent @) Samples are dependent
(C) Samples have the same mean (D) None of these
179.  Wilcoxon Rank-Sum test can be of
(A) Upper tailed (B) Lower tailed
@ Either upper tail or lower tail (D) None of the above

180. How is stratified sampling carried out?
@ Divide the population into homogeneous groups and select equally but randomly
(B) Assigning numbers to the population & selecting the numbers
(C) A sample is made up of elements which are said 10th from the previous selection
(D) Population divides itself into groups and we select equally but randomly from each
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181.  If two events are independent, then
(A) They must be mutually exclusive
(B) The sum of their probabilities must be equal to one
(C) The probability of their intersection must be zero
@ None of the other answers is correct
182. If A and B are independent events with P(A)=0.38 and P(B)=0.55, then P(A|B)=?

(A) 0.209 (B) 0.000
(C) 0.550 @ None of the other answers is correct
183. If X and Y are independent random variables then SD(X-Y) will be
(A) SD(X) — SD(Y) @ SD(X) + SD(Y)
(C) SD(X) * SD(Y) (D) SD(X+Y)
184. If 0=0.05%, the value of one-tailed Z test will be
(A) 1.96 (B) 1.64
@2.33 (D) 2.58
185. Rao-Blackwell Theorem enables us to obtain minimum variance unbiased estimator
through:
(A) Unbiased Estimators (B) Complete Statistics
(C) Efficient Statistics @ Sufficient Statistics

186. 'What would be the probability of an event ‘G’ if H denotes its complement, according to
the axioms of probability?

A)P(G)=1/P H) @P (G =1-PH)
OPG)=1+PH) (D) P (G)=P (H)

187.  The probability of rejecting a false HO is
(A) Level of significance (B) Level of confidence
(C) Critical region @) Power of test

188. For an estimator to be consistent, the unbiasedness of the estimator is:
(A) Necessary @) Sufficient
(C) Neither Necessary nor Sufficient (D) None of these

189.  For a particular hypothesis test, =0.05, and p=0.10. The power of this test is:
(A) 0.15 @ 0.90
(C) 0.85 (D) 0.95

190. In an experiment, events A and B are mutually exclusive, if P(A)=0.6, then the probability
of B

@ Cannot be larger than 0.4

(B) Can be any value greater than 0.6

(C) can be any value between 0 and 1

(D) Cannot be determined with the information given
191. The Spearman Rank-Correlation test requires that the

@ Data must be measured on the same scale

(B) Data should be of ordinal scale at least

(C) Data must be from two independent samples

(D) Data must be distributed at least approximately as t-distribution
192.  Which of the following statements is true about autocorrelation?

@ Consecutive values of Errors term or observations are correlated

(B) Regressors are correlated

(C) The conditional distribution of error terms is constant

(D) Consecutive errors or observations are uncorrelated
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193.

194.

19s.

196.

197.

198.

199.

200.

201.

202.

203.

204.

The Mann-Whitney U test is preferred to a t-test when
(A) Data are paired (B) Sample sizes are small
@) The assumption of normality is not met (D) Sample is dependent

In one-way ANOVA with total number of observations is 15 with S treatments then total
degrees of freedom is

(A)75 B3

O 10 @ 14

In statistical hypothesis test of equality of means, such as HO:p=10, if a=5%
(A) 95% of the time we will make an incorrect inference

@) 5% of the time we will say that there is a real difference when there is no difference
(Type I error)

(C) 5% of the time we will say that there is no real difference when there is a difference
(Type II error)

(D) 95% of the time the null hypothesis will be correct

Re-ordering level is calculated as

@) Maximum consumption rate x Maximum re-order period

(B) Minimum consumption rate x Minimum re-order period

(C) Maximum consumption rate x Minimum re-order period

(D) Minimum consumption rate x Maximum re-order period

In two-way ANOVA with m=5, n=4, then the total degrees of freedom is

(A)20 (B)21

@19 (D) 18

The value of Durbin Watson d lie between

(A)-4and 4 (B) 0 and «

@)0 and 4 (D)0and 1

A error is made if H1 is true but HO is accepted

(A) Type-1 @) T'ype-11

(C) Sampling error (D) The standard error of the mean

With a lower significance level, the probability of rejecting a null hypothesis that is actually
true:

@ Decreases (B) Remains the Same
(C) Increases (D) All of the Above
Chance or random variation in the manufactured product is:

(A) Controllable @) Not controllable
(C) Both (A) and (B) (D) None of the above
The sampling procedure that includes all units of the population in the study is called
(A) Complete coverage (B) Saturation survey
(C) Survey population @ (A) and (B) above
To control the quality of a specific resistance of a wire, one can use
(A) Xbar-chart (B) R-chart

@ Both (A) and (B) (D) None of these

Which of the action does not make sense to take in order to struggle against
multicollinearity?

@ Add more regressors in the model

(B) Increase more observations

(C) Decrease the number of regressors in the model
(D) None of these
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205. The set of equations obtained in the process of least square estimation are called:
@) Normal Equations (B) Intrinsic Equations
(C) Simultaneous Equations (D) All of the Above
206. The advantage of using statistical sampling techniques is that such techniques
@) Mathematically measure risk
(B) Eliminate the need for judgmental decisions
(C) Are easier to use than other sampling techniques
(D) Have been established in the courts to be superior to non-statistical sampling
207. A deserving player is not selected in national team, it is an example of
(A) Type-II error @) Type-I error
(C) Correct decision (D) Sampling error
208. Heteroscedasticity is more common in
(A) Time-series data than cross-Sectional data
@) Cross-sectional data than time-series data

(C) Panel data
(D) Meta Data
209. Inone-way ANOVA, given SSB = 2580, SSE = 1656, k =4, n = 20 then the value of F is
A)73 @s.3
©)9.3 D) 19.3

210.  Which of the following is an example of using statistical sampling?

(A) Statistical sampling will be looked upon by the courts as providing superior audit
evidence

(B) Statistical sampling requires the auditor to make fewer judgmental decisions
@ Statistical sampling aids the auditor in evaluating results
(D) Statistical sampling is more convenient to use than non-statistical sampling

211.  Using Chebyshev’s inequality, calculate the percentage of observations that would fall
outside 3 standard deviations of the mean.

(A) 89% @11%

(C) 90% (D) None of the above
212.  Which of the following is true for Inventory control?

(A) Economic order quantity has minimum total cost per order

(B) Inventory carrying costs increases with quantity per order

(C) Ordering cost decreases with lo size

@ All of the above

213.  The time period between placing an order its receipt in stock is known as
@) Lead time (B) Carrying time
(C) Shortage time (D) Over time

214. A population is perfectly homogenous in respect of a characteristic. What size of sample
would you prefer?

(A) alarge sample (B) a small sample
(C) whole item @) single item
215.  If generated value of tolerance is equal to 1 it is an indication of
(A) high multicollinearity (B) no multicollinearity
@ perfect multicollinearity (D) low multicollinearity
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216.

217.

218.

219.

220.

221.

222,

223.

224.

225.

226.

227.

228.

____used a regression of leaf area on leaf weight to estimate the average area of the leaves
on a plant.

@) Watson (B) Keyfitz’

(C) Olkin (D) Yates

If R? is zero, that is no multicollinearity, the variance inflation factor (VIF) will be
(A) three (B) two

@ one (D) zero

Which one problem out of the four is not related to stratified sampling?
(A) fixing the points of demarcation between strata

@) fixing the sample size

(C) fixing the number of strata

(D) fixing the criterion for stratification

Geometric mean gives  weight to equal ratio of changes
(A) Unequal @) Equal
(C) Proportional (D) Random

____provides a most powerful test of simple null hypothesis against a simple alternative
hypothesis (A)

(A) Factorization theorem @) Neymann Pearson lemma

(C) Chapman Robbins Inequality (D) Likelihood Ratio test

The method of minimum variance approach is based on

(A) Consistency and Sufficiency (B) Consistency and Minimum variance
(C) Unbiasedness and Consistency @) Unbiasedness and Minimum variance

One ticket is selected at random from 100 tickets ) numbered from 0, 1, 2, ....99. If X and Y
denote the sum and product of the digit, on the tickets then P(X =9/Y = 0)=

@219 (B) 3/19

(C)4/19 D) 5/19

Among the following various methods which method is suitable for measuring trend values
(A) Free hand method (B) Simple average method

(C) Moving average method @) Both (A) and (C)

The skewness in a binomial distribution will be zero if

A)p<12 @pr=12

(©)p>172 D) p<q

Which of these non-parametric tests is equivalent to the paired-t-test in parametric tests?
(A) Run test (B) Kruskal Walli’s test

(C) Median test @ Sign test

Number of periods included in a group for moving averages depend on ___in a time series
data

(A) Curvilinear trend (B) Cyclic fluctuations

(C) Seasonal fluctuations @ Period of oscillation

Adjustments practices while editing the time series data for analysis in

(A) Quality, price, and locality (B) Locality variation

@) Price variation (D) Quality variation

Suppose the price of a commodity is RS.20 in 2010 and RS.30 in 2015. From 2010 to 2015,
the price of commodity is increased by

(A) 100% (B) 75%
@ 50% (D) 25%
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229.

230.

231.

232.

233.

234.

23s.

236.

237.

238.

239.

Error sum of squares in RBD as compared to CRD using the same material is

(A) Not-comparable (B) Equal

@ Less (D) More

An appropriate control chart for number of defectives is

(A) d-chart (B) c-chart

(C) u-chart @) p-chart

In an assignment problem with 4 jobs and 4 machines, the number of basic variables is
@’ B8

O 4 (D) None of these

In a linear programming problem of an assignment problem with 4 jobs and 4 machines,
the number of decision variables is

@16 B)8

O 4 (D) None of these

Which of the following is an optimal solution of the integer linear programming problem?
Max (xq + x3) Subject to 3x; + 2x, < 3,x1 = 0,x5 > 0, x4 is an integer.
@x,=1,x,=0 B)x;=0,x,=0

O)x1=0,x,=1.5 (D) None of these

Which of the following is correct for the integer linear programming problem

Max (x4 + X3) Subject to x4 +x, = 1,x4 = 0,X; = 0,x4 and X, are integers.

(A) No optimal solution exist for the considered integer linear programming problem

(B) Unique optimal solution exist for the considered integer linear programming problem

@ Only two optimal solutions exist for the considered integer linear programming
problem

(D) Infinite number of optimal solutions exist for the considered integer linear
programming problem

For a NLPP, having 4 constraints and 3 variables the order of HB (Bordered Hessian
matrix) is

(A) 4x3 (B) 3x4

(C) 6%6 @ None of these

The dual of the linear programming problem Min (x;) Subject to 2x; > 1,x1 = 0 is
(A) Max (y,;) Subjectto2y; >1,y, =0

@ Max (y,) Subjectto2y,; <1,y;, >0

(C) Max (2y,) Subjecttoy; >1,y; =0

(D) Max (2y,) Subjecttoy; <1,y =0

The optimal value of the linear programming problem

Min (2) Subject to 4x4 + 3x, < 12,x1 = 0,x, = 0 is

A)3 (B) 4

((&X1) @ None of these

The number of basic feasible solutions for a balanced transportation problem having 2
sources and 2 destinations will be

A4 (B)3

@=<14 D<3

Which may be affected on changing the coefficient of a decision variable in the objective
function of a linear programming problem?

@) Optimality (B) Feasibility
(C) Both Optimality and Feasibility (D) None of these
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240.  Which of the following linear programming problem cannot be solved by Dual-Simplex
method?

(A) Min (xq + x3) Subjecttox; +x, >3,x1=>0,x, >0
(B) Min (x1 + x3) Subjectto x; + x5 > 2,x1 =0,x, >0
(C) Min (x1 + x3) Subjecttox; +x, =2,x1 =>0,x, >0
@ None of these
241.  Which of the following is correct for the linear programming problem
Min (2x4 + 3x;) Subject to x; + x5 = 2,x1 = 0,x, > 0?
(A) x1 = 1,x, = 1 is a basic solution for the given linear programming problem.
(B) x;1 = 1,x, = 1 is a basic feasible solution for the given linear programming problem.

@) x,: = 1,x; = 1is a non-basic feasible solution for the given linear programming
problem.

(D) None of these

242.  Which of the following linear programming problem cannot be solved by Simplex method?
@ Min (2x, + 3x3) Subjectto x; + x; < 5,x;1 > 0,x, >0
(B) Min (2x4 + 3x3) Subject to x; + x = —4,x1 > 0,x, >0
(C) Min (2x1 + 3x3) Subject to x; + x5 < 2,x1 = 0, x, is unrestricted
(D) None of these

243.  The optimal value of the problem
Min (3xq + 2x, + x3 + 4x4) Subject to
X1 +X2+x3+x4 <12, 4x1 +3x5 +2x3 +4x4<32,x1=20,x,=20,x3=>0,x4 =0is
(A) 12 (B) 11.33
@o (D) None of these

244. The non-degenerate basic feasible solution to the Linear programming problem with
constraints x; + x, + 2x3 = 6,2x1 — X5 + x3 = 3 is
@x=2,x;=2,x3=1 B)x;=0,x,=0,x3=3
©O)x1=3,x,=3,x3=0 Mx;=0,x,=-1,x3=3

245. If in Big-M method for Linear programming problem an artificial variable remains at
positive level in the optimal table, then solution is
(A) unbounded @) Infeasible
(C) Unique optimal solution (D) None of these

246. The minimum of an Linear programming problem occurs only at two vertices X=(1, 0, 2)
and Y=(0, 1, 2). The minimum also occurs

A 2,0,3) (B) (0,0, 3)
0 (1,1/2,0) @ (1/2,1/2,2)
247.  In asimplex table of a Linear programming problem the relative cost (Z; — C;) is zero for a
non-basic variable, then there exists an alternate solution, provided if it is
(A) Starting simplex table (B) Optimal simplex table
@) Any simplex table (D) None of these

248. In a balanced Transportation Problem with two sources and three destinations and with
Availabilities 30 at each source and demand 20 at each destination, the dual variable in the
optimal table corresponding to sources and destinations are respectively 1, 3 and 0, 2, 4.
Then the optimal value is:

(A) 200 @ 230
(©) 240 (D) None
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249. In any simplex iteration if there is a tie for leaving variable, then next solution is
(A) Degenerate (B) Non-Degenerate
(C) Optimal @) None of these

250. In a balanced transportation problem with 20 sources and 21 destinations, the number of
basic variables is

@41 (B) 42
©) 39 (D) 40
251. In a maximization problem, if we perform simplex iteration at any stage, then variable with
most negative relative cost enters the basis. Then ensures
(A) Maximum increase in objective function
(B) The next solution is a basic feasible solution
@) Maximum decrease in objective function
(D) None of these

252. If Cis a matrix of order n X 1 andXis matrix of order 1 X n then which of the following
represents the objective function of a linear programming problem in its matrix form

(A)CxX B) T x X
@c’ x xT (D) € x XT

253. There are six variables and four linearly independent constraints in the standard form of a
linear programming problem. Then, the number of basic feasible solutions will be

(A) 15 <1s
(C) =15 (D) None of these

254. Dual- Simplex method indicates that there does not exists any feasible solution of a linear
programming problem

(A) There exist an entering variable but there does not exists any leaving variable
@) There exist an leaving variable but there does not exists any entering variable
(C) There exists tie between two or more entering variables
(D) There exists tie between two or more leaving variables

255.  Which of the following is correct?
(A) Every optimal solution of a linear programming problem is a basic feasible solution
@) Every optimal solution of a linear programming problem is a feasible solution
(C) Every optimal solution of a linear programming problem is a basic solution
(D) None of these

256.  Which of the following is correct for the linear programming problem
Max(xq + x3) Subjecttox; +x, =1,x1 =20,x,, =0
(A) No optimal solution exist for the considered linear programming problem
(B) Unique optimal solution exist for the considered linear programming problem
(C) Only two optimal solutions exist for the considered linear programming problem

@) Infinite number of optimal solutions exist for the considered linear programming
problem

257. In an Linear programming problem if m is the number of vertices and » is the number of
basic feasible solutions Then

(A m =n B)m 7 n
@ <n D)m Zn

258. In a simplex iteration, if the minimum ratio rule for leaving criteria is violated, then the
next solution may be

(A) Non basic and feasible @) Basic and Infeasible
(C) Non-basic and Infeasible (D) None of these
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259. A minimization problem can be converted into a maximization problem by changing the
sign of coefficients in the

(A) Constraints @) Objective Functions
(C) Both (A) and (B) (D) None of these

260. In simplex method, if there is tie between a decision variable and a slack (or surplus)
variable, then to improve the objective value the entering variable should be

(A) Slack variable (B) Surplus variable
@) Decision variable (D) None of these
261. The unbounded solution in an Linear programming problem is
(A) where the objective function can be decreased indefinitely
(B) which maximizes the objective function
@ where the objective function can be increased or decreased indefinitely
(D) where the objective function can be increased indefinitely

262. In standard form of Linear programming problem, if the objective function is of
minimization then the right hand side of the constraints should be

(A) Positive (B) Negative
@ Non-negative (D) Zero

263. In Graphical solution of Linear Programming Problem (LPP), the feasible solution is any
solution to a LPP which satisfies

(A) only objective function (B) non-negativity restriction
@ only constraint (D) All of these
264. In a Linear programming problem (minimization), if we perform simplex iteration at any
stage, then variable with most positive relative cost (2, ~ ¢ )enters the basis and minimum
ratio rule is properly followed , This ensures
@ Increase in objective function
(B) May increase or decrees in objective function
(C) Decrease in objective function
(D) None of these

265. If in Big-M method for Linear programming problem an artificial variable remains at
positive level in the optimal table, then

(A) Solution is unbounded @) Infeasible
(C) Unique optimal solution (D) None of these

266. In any simplex iteration for Linear programming problem if there is a tie between leaving
variable, then next basic feasible solution is

(A) Degenerate @) Non-Degenerate
(C) Optimal (D) None of these

267. If in phase-1 of two phase method for Linear programming problem an artificial variable
remains at positive level in the optimal table of phase-1, then the solution is

(A) Unbounded @) Infeasible
(C) Unique optimal solution (D) None of these
268.  Service time in queueing theory is usually assumed to follow:
(A) Normal Distribution @) Poisson Distribution
(C) Erlang Distribution (D) Exponential Distribution
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269. In a M/M/1 queuing system with usual notations, expected waiting time of a unit that
actually waits is given by:

A) » B *
B2 =Ry H(u =2y

<o * @
(G (G

270. When do the conditional density functions get converted into the marginally density
functions?

(A) Only if random variables exhibit statistical dependency

@) Only if random variables exhibit statistical independency

(C) Only if random variables exhibit deviation from its mean value
(D) If random variables do not exhibit deviation from its mean value

271.  Out of 20 employees in a company, five are graduates. Three employees are selected at
random. The probability of all the three being graduates is:

(A) 1/64 @1/114
)15 D) 2/21
272.  Which one is a probability mass function?
(2 for x=1/2 (1/8 for x=1
1 for x=1/4 2/8 for x =2
(A) Pry= [1 for x=3/4 (B) P(0)= |3/8 for
L0 elsewhere L0 etsewhere

0.1 for x =75 0.2 for x =5

( (

|05 for x =71 |O6 for x =1
P(x)=J| 0.2 for x= D) P(x)=j| 0.2 for x =

0.2 for x =1 |02 for x =20

Lo etsewhere Lo cisewhere

273.  The conditional distribution of a discrete variable Y given X= x can be expressed as
< <
(A) F(y/ X)=P(Y5y/ X=X) F(y /X)= P(Y y/ X = x)

P(X = x)

Y Ty/X Tx
PX = x)

(C) F(y/x)="

(D) None of the above

274. Power of a test is related to:

(A) Type-I error @) Type-1I error
(C) Type-I and Type-II errors both (D) None of the above
275.  The range of Kendall’s rank correlation coefficient is:
(A)-0to 0 (B) 0 to ©
(C) -0 to o @-1to1
276.  Local control is a device to maintain:
(A) Homogeneity among blocks @) Homogeneity within blocks
(C) Both (A) and (B) (D) Neither (A) nor (B)

277.  An urn B1 contains 2 white and 3 black chips and another urn B2 contains 3 white and 4
black chips. One urn is selected at random and a chip is drawn from it. If the chip drawn is
found black, find the probability that the urn chosen was B1.

(A) 47 (B) 37
(C) 2041 @2141
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278.  Samples of size 25 are selected from a population with mean 40 and standard deviation 7.5.
The standard error of the sampling distribution of sample means is
(A) 0.3 @ 1.5
0175 (D)8

279. Three companies A, B and C supply 25%, 35% and 40% of the notebooks to a school. Past

experience shows that 5%, 4% and 2% of the notebooks produced by these companies are
defective. If a notebook was found to be defective, what is the probability that the notebook

was supplied by A?
(A) 4469 @) 2569
(C) 1324 D) 1124

280. The Central Limit Theorem says that the standard deviation of the sampling distribution of
the sample means is

@ cqual to the population standard deviation divided by the square root of the sample
size.

(B) close to the population standard deviation if the sample size is large.
(C) exactly equal to the standard deviation.

(D) All of these
281.  System reliability for components kept in series as the number of components
increases.
(A) Increases @) Decreases
(C) Remains unchanged (D) Cannot be determined
282. In parallel configuration of five components, the entire system will fail if
(A) any two components fail (B) any three components fail
@ all the components fail (D) any one components fail
283. IfB< A, the probability P(A/B) is equal to:
(A) P(A)/P(B) @Pr@B)/PA)
(C) Zero (D) One

284. There is 80% chance that a problem will be solved by a statistics student and 60% chance is
there that the same problem was solved by the mathematics student. The probability that at
least the problem will be solved is:

(A) 0.48 @ 0.92
(©)o0.1 (D) 0.75
285. Least square estimators of the parameters of a linear model are:
(A) Unbiased (B) BLUE
(C) UMVU @ All the above

286. If an investigator selects districts from a state, panchayat samities from districts and
farmers from panchayat samities, then such a sampling procedure is known as:

(A) Two stage sampling (B) Systematic sampling

@) Three stage sampling (D) cluster sampling
287. A split plot design can involve only:

@ Two factors (B) Three factors

(C) Both (A) and (B) (D) Neither (A) nor (B)
288.  The degrees of freedom for F-ratio in a 6 x 6 Latin square. design is

(A) (6, 20) (B) (6, 15)

@ 5, 20) D) (5, 15)
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289. The Neyman-Pearson lemma provides the best critical region for testing __ null hypothesis

against __ alternative hypothesis.
(A) composite, simple (B) composite, composite
(C) simple, composite @) simple, simple

290. The treatments are applied at random to relatively homogeneous units within each strata or
block. Then the design is a

(A) Youden Square Design (B) Latin Square Design

@) Randomised Block Design (D) Completely Randomised Design
291. The mean and Variance of geometric distribution are

(A) p/q and p/q (B) q/p and g/p

@ q/p and g/p’ (D) p/q and p*/q

292. Large values of the log-likelihood statistic indicate:
(A) That there are a greater number of explained vs. unexplained observations.
(B) That the statistical model fits the data well.

(C) That as the predictor variable increases, the likelihood of the outcome occurring
decreases.

@ That the statistical model is a poor fit of the data.
293.  Which of the following statements is TRUE concerning the standard regression model?
@y has a probability distribution
(B) x has a probability distribution
(C) The disturbance term is assumed to be correlated with x
(D) For an adequate model, the residual (u-hat) will be zero for all sample data points

294. For a split plot design with factor A in main plots at 4 level, factor B in sub-plots at 3 levels
and having 3 replications, sub plot error degrees of freedom will be:

(A) 24 (B) 27
@16 (D) 36

295.  Which of the following conditions are necessary for a series to be classifiable as a weakly
stationary process?

(i) It must have a constant mean

(ii) It must have a constant variance

(iii) It must have constant autocovariances for given lags

(iv) It must have a constant probability distribution

(A) (ii) and (iv) only (B) (i) and (iii) only

@ (i), (ii), and (iii) only (D) (i), (ii), (iii), and (iv)
296. Probability of drawing varies at each subsequent draw in:

(A) Simple Random Sampling With Replacement

@) Simple Random Sampling Without Replacement

(C) Both (A) and (B)

(D) Neither (A) nor (B)

297. A Balanced Incomplete Block Design is said to be symmetrical if Number of blocks =
(A) Number of factors. @) Number of treatments.
(C) Number of levels (D) Number of degree of freedom
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298. What is homogeneity of regression slopes?
(A) An exploration of the within-group equality of variance

@) An assumption that the correlation between the covariate and dependent variable (DV)
does not differ significantly across the independent variable (IV) groups.

(C) Whether the variances vary significantly between the groups
(D) Whether the correlation between the DVs is significantly different between the groups

299. In a double sampling plan, a decision about the acceptance or rejection of a lot:A curve
showing the probability of accepting a lot of quality p is known as:

(A) Will never reach @ Vill always reach
(C) Will sometimes reach (D) None of the above

300. A mobile conversation follows an exponential distribution f (x) = (1/3)e-¥>. What is the
probability that the conversation takes more than 5 minutes?

u e-5/3 (B) e—lS
(C) 5¢13 (D) e5/3
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